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ABSTRACT

This study identifies various antecedents of msiidc motivation and examines their impact on tuarantention
of faculty members of technical education instisudé India. An instrument was developed with 18niseusing ‘Turnover
Intention Scale’ of Donnelly and Ivancevich (198&) turnover intention as endogenous variable amidnisic Motivation
Inventory (IMI) of Ryan (1982) for intrinsic motitian as exogenous variable. Questionnaire was dedigand
administered online to collect data from sample306b6 faculty members. The Exploratory Factor Anay8tFA),
Confirmatory Factor Analysis (CFA) and Structureution Modelling (SEM) techniques were utilizecatwalyze the data
and test the hypothesis. The results of the studgictl that only two antecedents i.e. Interest/Emegt and
Effort/Importance have direct significant impact a@mrinsic motivation, whereas intrinsic motivatiomas inverse
significant impact on turnover intention. This sfugliggests appropriate strategies to technicalagigucinstitutes of India

for enhancement of intrinsic motivation among fagcumhembers, which further leads to increased rigtent

KEYWORDS: Faculty Members, Intrinsic Motivation, Technical uedtion Institutes, Turnover Intention, Structural

Equation Modelling, Confirmatory Factor Analysis
INTRODUCTION

One of the most critical phenomenon, now-a-dagguently highlighted and is of great concern is leyge
turnover because of its deleterious consequencargamizational success (Morrow & McElroy, 2007).eTproblem of
faculty turnover has immensely affected the edooaidustry and is considered as the biggest drekvfza the technical
education institutes due to its negative influerme$eaching and learning process (Cotton & Tuft886; Abelson, 1987;
Morrow & McElroy, 2007). In education system, tlssue of turnover intention of faculty members hasrnbmajor focus

as it affects the quality of education (CrossmaHaris, 2006).

The success of any technical education institsite function of its ability to attract and retaiongpetent and
satisfied faculty members into its employment. st and consequences of faculty members’ turnaverhuge as
human resources with knowledge and competencethar&ey assets. Moreover, it affects the academit rasearch
activities of the institute. The consequences datigg in the mid of semester by faculty membeg eery outrageous, as it
is difficult for both the institute to arrange thabstitute faculty and student to adjust/accept faeuity in the mid of the

course. Therefore, it is important to identify astddy the factors affecting their turnover.

There are various factors responsible for highduer. Compensation along with other employee hiesnafe the
two major professional reasons for the faculty merskio leave the institute, whereas job securitgnisther additional
factor in case of private institutes. These fachage been highlighted and studied by the resesrépart from this, there
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are various other factors, which may be significamd important to consider for minimizing the tuwan Therefore, it
becomes essential for the organization to idenlti€/factors affecting turnover intentions, whichmpel faculty members
to leave the organization. These factors may beeeiat individual level or organizational level. ©of the important
individual factor is ‘Intrinsic Motivation’ as itescribes the reasons that drive the action, whodergtanding is essential
to recognize both individual and organizationaldgbur (Mitchell & Daniels, 2003). Faculty turnovierthe area of study
of this research paper, which will further conttibuo the body of knowledge to a large extent. Muoeg, very less
research has been conducted so far in contextrtogit motivation and turnover intention of faguthembers of technical

education institutes of India.

The objective of this study is to identify the ezgdents of intrinsic motivation and then to anafy®ir impact on
turnover intention of faculty members of techniedlcation institutes of India. For the purposehi$ study the faculty
members of selected technical education institofemndia have been considered for data collectibhnis study will
contribute to the technical education institutescivace the problem of high turnover of facultymigers resulting from
un favourable individual and organizational factatsle developing their policies. The findings bktresearch work will
be helpful in studying and understanding the inest of the faculty members to quit or stay in ithetitutes in light of the
intrinsic motivational factors. This research aiatsdesigning strategies for technical educatiotitiries of India in the

face of the emerging competition with a view torease the employee retention and minimizing turnovéhe institute.
LITERATURE REVIEW

Individual factors leading to turnover intentioafar to the personal characteristics of an employdese
characteristics could be those which are ingrainetie individual, such as personality, or thosechtare learnt, such as
skill, ability etc. Studies indicate that variousgoitive and non-cognitive factors influence, dilgor indirectly, to
employees’ intention and then finally the decisioractually quit or stay in the organization. Insic motivation is one

such important dimension of individual factors asthe area of study in this research paper.
INTRINSIC MOTIVATION

Intrinsic motivation is a concept evolved from psglogy, and has been debated to be one of the ecnasil
factors for intellectual development (Ryan and D&f00). In particular, psychologists have propo#iet it is the

mechanism that results in the spontaneous behaf/larman beings (Berlyne, 1965).

Intrinsic motivation is defined as doing of an wityi for its inherent satisfaction rather than Emme separable
consequences (Ryan and Deci, 2000). Intrinsicallptivated, employees feel naturally drawn, or pulléowards
completing their work. The decision to apply effist based on personal enjoyment and thus it ig/ fudllitional,
self-determined and autonomous (Kehr, 2004). Isitadly motivated, employees are present-focudes); are concerned
with the experience of performing the work itse@uinn, 2005). To illustrate this, consider the ca$ea university
professor presenting a lecture to students. Wheeimsically motivated, the teachers’ effort is béism enjoyment of the

task of lecturing, which provides joy and pleasarthe process of performing.

It has been established by earlier researchetséntain activities can enhance work effectivertgssaising the
level of employees’ intrinsic motivation. A considble amount of research evidence supports thédjrgothe ability

constant for most jobs, highly motivated employgesform at significantly higher rates than unmatidedaemployees
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(Vroom, 1964 and Porter & Lawler, 1968). There @®d reason and some empirical evidence to suggastdonditions
in the organization environment (e.g., reward systieedback systems and task structures) can haubsiantial impact

on individuals’ motivational level” (McGregor, 1960room, 1964).

Motivation researchers have long recognized that'desire to make an effort’ can be derived froiffiecent
sources, which can be internal or external (Heigb&®66; Porter & Lawler, 1968; Staw, 1977). Vagacholars and
practitioners believe that external controls likecantives, punishments, and rewards were necedsamyotivate
persistence, performance, and productivity (Heafl99; Steers, Mowday, & Shapiro, 2004). On the oyt internal
controls make the work inherently interesting angbgable (McGregor, 1960; Herzberg, 1966). Thiswis developed
and represented by theories of self-determinatiwh iatrinsic motivation (Deci, 1975; Deci & Ryan985). Therefore,
intrinsic motivation refers to the desire to expefiibrt based on interest and enjoyment of the vitsedf (Amabile, Hill,
Hennessey, & Tighe, 1994; Ryan & Deci, 2000; Gagrigeci, 2005).

ANTECEDENTS OF INTRINSIC MOTIVATION

Four antecedents of intrinsic motivation have bielemtified with the help of the Intrinsic Motivati Inventory
(IMI), which is a multidimensional measurement devintended to assess intrinsic motivation andseduby various
researchers (Deci, Eghrari, Patrick, & Leone, 1994nt & Ryan, 1985; Ryan, 1982; Ryan, Connell,l1&®, 1990; Ryan,
Koestner & Deci, 1991; Ryan, Mims & Koestner, 1983he Intrinsic Motivation Inventory (IMI) was oiigally
developed by Ryan, Mims, and Koestner (1983) t@sssshe overall level of intrinsic motivation expeced by an
individual engaged in an achievement oriented t&sk. this study, a new version of the IMI is ugd having four
subscales which measure various underlying dimassid intrinsic motivation. The first subscale listerest/Enjoyment’
which is considered as the self-report measuretdhsic motivation. It is concerned with whethbe tindividual enjoyed
doing any activity or it was fun doing it. It alsneasures the interest level of doing the activitamy individual. The
second subscale is ‘Effort/Importance’ which measuhe extent of efforts that has been exertedlfdl fany task. It
shows the importance of any task to an individliak third subscale is ‘Competence’, which is asslitaée one of three
fundamental psychological needs, so the feelingayception of competence with respect to an agtieit domain is
theorized to be important, both because it fatdtagoal attainment and also provides a senseeuf satisfaction from
engaging in an activity at which they feel effeetiihus, perceived competence has been assesgadoins studies and
used, along with perceived autonomy (i.e., an autmus regulatory style) to predict maintained bérachange,
effective performance, and internalization of ambiealues. Perceived competence concepts are koo be positive
predictors of both self-report and behavioral measu of intrinsic motivation. The fourth subscale is
‘Relaxation/Contentedness’ which measures the exterelaxation or pressure felt at work, whichrsfges the level of

intrinsic satisfaction among employees.
TURNOVER INTENTION

Employee turnover is a critical concern in allégmf organizations in the current era of knowleagmagement
(Drucker, 1999; DelLong, 2004). This problem is freqtly examined in technical education institutesduse of its
negative influences on teaching and learning po¢Estton & Tuttle, 1986; Morrow & McElroy, 2007 education
system, the issue of turnover intention of facuigmbers have been major focus as they affect thlityjof the education
(Crossman & Harris, 2006).
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Turnover of faculty members impacts the overallligy of an education system and students’ achiergrevels
(Ingersoll, 2001). It can be positive or negatiee the self, the organization and the society aB. d®@metimes the
employees may decide to move from one organizaticthe other for their career objectives. Sometithesemployees
may feel that the promises and expectations ofotiganization regarding promotion or rewards are fatfled and it
makes them to leave the job (Mobley, 1982). Turnavtention is the probability that an individuahployee would stay

in the organization or not (Cotton and Tuttle, 1986

Employee turnover means voluntary cessation of begghip of an employee from an organization. (Mbet
al. 2001), whereas, turnover intention is definedaaconscious and deliberate willfulness to leadwe drganization
(Tett and Meyer, 1993). Empirically, when a persatually quit the job, this behavior is precededrigntions to leave.

Thus, it is thought that a “Turnover intentionhie tstrongest turnover predictor” (Allen, ByrantV&rdaman, 2010).

Academicians have been interested in understartimdurnover intention of faculty members as preou of
turnover behavior. Early literature on turnover débr indicated that the “employees would initiatee process of
termination of their relationship with their empés/ organization/ profession only when there ic@ged desirability to
do so and there is a perceived possibility of m$e of movement” (March and Simon, 1958). Thisgieed desirability
of termination of employee-employer relation is Wmoas turnover intention. Intentions are importemstudy as they
predict an individual's perception and judgementliiéy et al., 1979). Researchers have testifiet] thanover intention
comprises of a sequence of process viz., thinkingudting, intentions to search, and intentiongtat” (Mobley 1982;

Mobley et al. 1978). Thus, proactive measures neagdopted by the organization to control the adtualover.

It is also important to note that not all typesvofuntary turnover are negative for the organaatiFor example,
if the individual leaving the organization is a pgerformer or is an easily replaceable one, thertdrnover can actually
be a positive condition for the organization. Vahny turnover may also be favorable to the exthat it is avoidable.
That is, turnover may be something positive if tliganization could have prevented it, but decidedto do it. Utility
consideration is another factor in evaluating vy turnover. That is, turnover is considered tiggaonly if the cost of
replacing the person, who is going to leave, oughveithe benefits. Unavoidable voluntary turnover loa very costly for
organizations. Hence, identifying organizationab pnd individual-related factors contributing tgsfilinctional voluntary

turnover is imperative in order to be able to tageropriate action.
RELATIONSHIP BETWEEN INTRINSIC MOTIVATION AND TURNO VER INTENTION

“Intrinsic motivation is the strongest predictof turnover intention” (Dysvik & Kuvaas, 2008). Varis
researches discussing the relationship betweemmsir motivation and turnover intentions, suggdsatt “intrinsic
motivation is negatively correlated with turnoveteintions” (Dysvik & Kuvaas, 2008; Houkes et aD02; Lai & Kapstad,
2009; Richer, Blanchard, & Vallerand, 2002).

RESEARCH METHODOLOGY

Research Objectives

The study has been undertaken with the followasgarch objectives:

» To identify the various antecedents of IntrinsictMation of faculty members of technical educatioinatitutes

of India.
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« To analyze the impact of antecedents of Intrinsiotilvation on turnover intention of faculty membesf
technical educational institutes.

* To describe the importance of retaining efficieatulty members and developing strategies to enhtreie

retention practices through motivating the facuftgmbers.
RESEARCH VARIABLES

Four antecedents of intrinsic motivation namelyetast/Enjoyment (X1), Effort/Importance (X2), Peiked
Competence (X3) and Relaxation/Contented (X4) tifrisic Motivation (X) have been considered as exags variables
and turnover intention (Z) of faculty members haerb considered as an endogenous variable (Dys\Wu¥aas, 2008;
Houkes et al., 2001; Lai & Kapstad, 2009; RichdariBhard, & Vallerand, 2002).

RESEARCH HYPOTHESIS

The study postulates five research hypothesisesponding to the exogenous and endogenous variables

explained below:

H1: Interest/Enjoyment has a significant impact onimsic motivation of faculty.

H,: Effort/Importance has a significant impact oniimgic motivation of faculty.

Hs: Perceived Competence has a significant impachiimsic motivation of faculty

H,4 Relaxation/Contented has a significant impactririsic motivation of faculty.

Hs: Intrinsic Motivation has a significant impact anrover intention of faculty members.
RESEARCH MODEL

Conceptual Framework showing the relationshigheféxogenous and endogenous variables is shovwguire f1.

Antecedents of
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Figure 1: Conceptual Framework Showing the Relatioship of the Variables of the Study
RESEARCH INSTRUMENT

Research instrument of 18 items has been forntitaaenprising of both exogenous and endogenousblasas
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shown in table 1. Turnover intention, the endogeneariable of the study, has been assessed usieg items adapted
from Donnelly and Ivancevich (1985). The itemshe fnstrument measure the probability of facultymbers’ intention

to leave the organization with the following staets: 1) “It is likely that | will actively look foa new job next year”; 2)
“I often think about quitting” and 3) “I will proday leave as soon as possible”. Each item is reptesl with five point

Likert response scale to indicate their likelihaafdeaving the organization in the near or distantre. A higher score
indicates a higher intention to leave the orgaiomatintrinsic Motivation, the exogenous variabléthe study, was
assessed using one of the version of Intrinsic Watitbtn Inventory (IMI) developed by Ryan, Mims, akdestner (1983)
consisting of 12 items for all the four antecedeftmtrinsic motivation and 3 items representihg tntrinsic motivation

as shown in table 1.

Table 1: Research Instrument

Variable Items Scale Source
Z1 ,I:\g)t:;/;gafearchmg fora new job Turnover Intention
Turnover Intention Often think about GUiting bresent Scale of Donnelly
2) z2 job q gp and lvancevich
Z3 Leave as soon as possible (1985)
Intrinsic Motivation Y1 Highly mtnrysm_ally motlvate_d
v) Y2 Somewhat intrinsically motivated
Y3 Not motivated
Interest/ X11 Enjoyed doing the activity
Enjoyment (X1) X12 It was fgn _to do -
X13 Activity is interesting Intrinsic Motivation
X21 Put a lot of effort Inventory (IMI) of
Effort/ - d
Importance (X2) X22 | Tried very hard Ryan, Mims, and
X23 Important to me Koestner (1983)
. X31 | Good at this activity
Perceived Competence — -
(X3) X32 | Satisfied with performance
X33 | Skilled for this activity
: X41 Relaxed
Relaxation/
Contented (X4) X42 Not felt under pressure
X43 Intrinsic satisfaction

RESEARCH DESIGN

This study employs an exploratory and causal rekedesign to determine the antecedents of intrimgtivation
as well as to assess the impact of intrinsic mttwaon turnover intention of faculty members ofttrical education
institutes of India. The data have been collectedugh structured questionnaire distributed ontmdaculty members
formulated in google docs. The faculty members hbgen sampled through nonprobabilistic conveniesempling
technique. Emails containing link of the questiarmaas been sent to 500 faculty members from & dndia and
received 325 filled questionnaires. After initiaksening of the data collected, 20 samples araisd due to incomplete
data. Hence, the sample size is 305 and 61% respates The questionnaire consists of two partstl 18 questions
are related to exogenous and endogenous variabllesvéd by the demographic characteristic of thepomdents.

Questions are asked on five point likert scale fro8trongly Disagree (1) to Strongly Agree (5).
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DATA ANALYSIS & INTERPRETATION

Data Screening

Prior to conducting the analysis, the data areeswd and necessary assumptions are fulfilled dateetested for
outliers, linearity, normality, homoscedasticityulticollinearity and independence of observationsl avere found to
satisfy the assumptions of Multivariate Data AnayfHair. et al., 2006). Firstly, the data was sddecked for any

missing data.

Test of Linearity: Linearity of data is tested with the help of DéiMia from Linearity Test of ANOVA. If the
Sig. value for Deviation from Linearity is less th@.05, the relationship between exogenous vasahiel endogenous
variable is not linear i.e. it should be more tfa@5. The sig. values of deviation from linearitg anore than 0.05 for all
the combination of exogenous variables and endagerariable as shown in table 2. Hence, the tedinefrity is

satisfactory and the data is linear.

Table 2: Test of Linearity

Exogenous & Deviation from
Endogenous Variable | Linearity (Sig.)
X1-Y 0.665
X2-Y 0.798
X3-Y 0.649
X4 -Y 0.869
Y-Z 0.833

Outliers: It is tested with the help of Centered Levaragéu®s having Threshold value of 0 to 0.99. Centered
Leverage Value for the data ranges from 0.000@6@&).when exogenous variable is X1, X2, X3 and Kd andogenous
variable is Y. Whereas, Centered Leverage Valudgherdata ranges from 0.000 to 0.040, when exogewartiable is Y

and endogenous variable is Z. Hence, there is s® aboutliers.

Test for Normality: Normality of data is tested with the help of explonethod. Normal Q-Q plot is obtained for
all the variables, which explains that the datarayeamal. Values of Mean, Median & Trimmed Mean bftle variables
are nearly identical. This is one indication ttre distribution is not skewed in one direction oother and hence, the data

is normally distributed. The values of skewnesslamtbsis for all the data are under range, hehealata is normal.

Test for Homoscedasticity:Since the probability associated with the LeveradiStc (0.305, 0.157, 0.537, 0.183
& 0.991 for X1, X2, X3, X4 & Y respectively) is gater than the level of significance (0.05), herfoe Yariance is

homogeneous. Therefore, the test for homoscedgstatisfactory.

Test for Multicollinearity: Multicollinearity is a problem that occurs withgression analysis when there is a
high correlation of at least one exogenous variatith a combination of the other exogenous varigbBollinearity
statistics can be checked through regression daadly$SPSS. Multicollinearity between the exogenwadables can be
checked with the help of tolerance and VIF valudse tolerance value of exogenous variables bel@® & generally
considered cause for concern. Another statistid tigecheck for multicollinearity is the Varianceflation Factor (VIF),
which is just the reciprocal of the tolerance stats. A VIF of greater than 5 is generally conside evidence of
multicollinearity. If 1 by 0.711, the result willehl.406, which is exactly the same as the VIFsttatshown below in table

3. The tolerance values and the VIF are under liotdsrange, indication no multicollinearity betweemogenous
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variables.

Table 3: Test for Multicollinearity

Exogenous Variable Endogenous Variable Sl SEPics
Tolerance VIF

X1 Y 0.949 1.054

X2 Y 0.853 1.172

X3 Y 0.986 1.015

X4 Y 0.858 1.166

Y Y 1.000 1.000

Independence of observationstt means that there is no relationship betweerotfservations in each group or
between the groups themselves. For example, thest Ine different participants in each group withpaoticipant being
in more than one group. It is checked with the tedlpurbin-Watson test. The Durbin-Watson Statigicised to test for
the presence of serial correlation among the redsdThe value of the Durbin-Watson statistic ranfyem 0 to 4. As a
general rule of thumb, the residuals are uncoedl& the Durbin-Watson statistic is approximathA value close to 0
indicates strong positive correlation, while a eabf 4 indicates strong negative correlation. lis #$tudy, the value of
Durbin-Watson statistic is 2.052 for Y as exogenang Z as endogenous variable, whereas it is 1irBZ&se of X1, X2,
X3 and X4 as exogenous and Y as endogenous varagipeoximately equal to 2, indicating no serialretation i.e. there

is independence of observations.
EXPLORATORY FACTOR ANALYSIS

Subsequently, Exploratory Factor Analysis (EFA3 baen conducted for the purpose of data redudtichused
to remove redundant (highly correlated) variabtesnfthe instrument, perhaps rearranging the edtta with a smaller
number of uncorrelated variables. The purposerattire detection is to examine the underlyingléent) relationships

between the variables.

EFA has been conducted on 18 items included imtlestionnaire with the help of SPSS (version Ptinciple
Axis Factoring method of extraction is chosen téraot the factors, with squared multiple correlasicused as prior
communality estimates. Several criteria are useatbtide on the number of factors: The Kaiser date(i.e., eigenvalues
greater than 1; Kaiser, 1958); the scree plot ef ¢igenvalues (Cattell & Vogelmann, 1977) and paralnalysis
(O’Connor, 2000). Based on these results, diffefecibr solutions were compared, and the bestisolig considered for
further confirmatory factor analysis. As suggeshksdFabrigar, Wegener, MacCallum, and Strahan (1988)oblique
rotation using promax was at first performed toed@ine the size of the correlations between theaetdd factors. When

correlations existed between the factors, the ablgplution is retained.

The Kaiser-Meyer-Olkin Measure of Sampling Adequisca statistic that indicates the proportion afiance in
the variables that might be caused by underlyirofa. For the KMO statistic, Kaiser (1974) recomae a bare
minimum of 0.5 and that values between 0.5 anda@e7mediocre, values between 0.7 and 0.8 are gaduks between
0.8 and 0.9 are great and values above 0.9 arebs(datcheson Sofroniou, 1999). For these datavtiee is 0.768,
which is considered as good degree of common wveiand so it can be considered that sample siegeiguate for factor
analysis. The Bartlett's test of Sphericity is usedexamine the hypothesis that the variables aomwelated in the

population. In other words, the population corielatmatrix is an identity matrix i.e. each variallerrelates itself (r=1)
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but there is no correlation with the other variapkd). Small values (less than 0.05) of the sigatice level indicate that
a factor analysis may be useful for the data ardhifpothesis is accepted (Field, 2000). For these, Bartlett’s test is
highly significant (p< 0.001), and therefore factor analysis is approp@ad each variable correlates itself but thereis

correlation with the other variable i.e. the dat&é&e of multicollinearity as shown in table 4.

Table 4: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.768
Approx. Chi-Square 2606.375

Bartlett's Test of Sphericity df 153
Sig. 0.000

EFA resulted into the convergence of six fact@$gpothesised in this study based on theoretimdérstanding
along with their respective total percentages ofaveee explained as shown in table 5. The cumwdagtercentage sum of
square loadings is 64.52, which is under the aatdptrange. h2 (communality coefficient) valuesiéate the proportion
of each variable's variance that can be explainethé retained factors. The communality coefficiesuppression below
0.3) for all the items are good and above 0.3,lktha items can be retained. Pattern coefficieatrin (using promax
rotation), is preferable to interpret, since itlutes the coefficients that only represent the wmiqontribution of each
variable to the factor, thus accounting for thestisfactor correlations. All the items of a partmukxogenous variable as
hypothesized on the basis of theory are loadedrwsatee factor with high loading values, hencehadlitems are retained

in the instrument for further analysis.

Table 5: Exploratory Factor Analysis — Pattern Coeficient Matrix

Factor
1 2 3 4 5 6 h2
% Variance Explained Eliminating
Other Factors 24.36 | 12.18 | 9.01 8.18 595 | 4.82
(After Rotation)
X11 0.814 0.667
X12 0.806 0.692
X13 0.893 0.769
X21 0.588 0.417
X22 0.828 0.620
X23 0.832 0.723
X31 0.788 0.620
X32 0.940 0.899
X33 0.634 0.426
X41 0.948 0.858
X42 0.916 0.799
X43 0.651 0.566
Y1 0.653| 0.428
Y2 0.852 | 0.681
Y3 0.471| 0.357
Z1 0.907 0.755
Z2 0.797 0.701
Z3 0.746 0.637
Notes. Total variance explained = 64.52%.
h2 = Extraction Communality Coefficient.

The coefficients of the inter factor correlatiaamong the variables indicates that the exogenod®adogenous

www.iaset.us anti@iaset.us



10 Saket Jeswani

variables are not correlated with each other assho table 6.

Table 6: Exploratory Factor Analysis — Inter-Factor Correlations

Variables X1 X2 X3 X4 X5 X6

X1 1.000 - - - - -
X2 -0.168 1.000 - - - -
X3 -0.253 0.323 1.000 - - -
X4 0.077 0.100 0.037 1.000 - -
Y 0.406 -0.221 -0.403 0.054 1.000 -
Z 0.265 -0.233 -0.383 0.025 0.430 1.000

Extraction Method: Principal Axis Factoring.

Rotation Method: Promax with Kaiser Normalization.

Finally, internal consistency reliability to tesmidimensionality has been assessed by Cronbadpls.a
Maximum likelihood estimated matrices are usedabse they do not have to be inverted prior to trmputation of
Cronbach’s alpha (van Horn, 2003). The resultimhalvalues ranged from 0.70 to 0.87, which are attbe acceptable
threshold 0.70 suggested by Babbie (1992). AccgrtbnBabbie (1992), the value of Cronbach Alphaléssified based
on the reliability index classification where 0.9@0 is very high, 0.70-0.89 is high, 0.30-0.69nisderate, and 0.00 to
0.30 is low. The analysis showed the Cronbach Algtiae, higher than 0.70, falls into the classtfima of high.

Table 7 indicates the total 18 items are consitlemmprising of both exogenous and endogenoushlasiafter
data screening and factor reduction (exploratoggofaanalysis). The mean and standard deviatiothe@fdata for each
variable are also estimated. The mean values épthadictors of intrinsic motivation are above ager (greater than 3),
whereas, faculty members’ intrinsic motivation leisbelow average (mean = 2.36, which is less tBarHence, low
intrinsic motivation will lead to high turnover ention as proved in theories, which is also degiftem the mean values

of turnover intention which is above average (nme&n04). The data are not very much deviated frloembean.

Table 7: Mean, SD and Cronbach’s Alpha

Variables ltems Mean SD o
X1 3 3.61 0.33 0.875
X2 3 3.35 0.64 0.796
X3 3 3.35 0.46 0.820
X4 3 3.44 0.38 0.877
Y 3 2.36 0.61 0.702
V4 3 3.04 0.44 0.863

SD - Standard Deviation

o —Cronbach’s Alpha

CONFIRMATORY FACTOR ANALYSIS

Confirmatory factor analysis (CFA) has been comeldion the hypothesized model of 18 items usingysiaof
Moment Structure (Amos version-21) to confirm thestfit model. Pattern Matrix obtained through exatory factor
analysis is directly inserted into AMOS throughtpat matrix model builder plugin for constructingetmodel to conduct
CFA for identifying the best model fit by examinirtge validity and reliability of the measures amatisus other fit
indices. Maximum likelihood method is adopted fatimation along with minimization history, standiaeti estimates,
residual moments and a modification index with shadd value of 20 is selected to get the outpué @dnstruct achieved

acceptable level of fit.
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Table 11 shows the values of various fit indicathwespect to Absolute Fit, Relative Fit and Pamiy Fit
(Tanaka, 1993; Maruyama, 1998), of the hypothesimedel along with the threshold values of thoséciesl

Figure 2 presents the standardized and unstazeédrdistimates of the first order measurement hgsatbd
model using the data collected from a sample of (805) faculty members. The standardized estimimgisate that
loadings of all the items are excellent. The statidad residual covariance’s for all the items wieetow 2. Moreover,
there are no covariance in the modification indetween the items and variables. The chi squareingutas large
(208.33) with 120 degrees of freedom, which shawtbe of great concern as larger samples produgenr chi-squares
that are more likely to be significant, moreovérsidifficult to get a non-significant chi-squanénen samples sizes are
much over 200 or so, even when other indices stuggdscent fitting model (Newsom, 2005). The oueitindices for
the hypothesized model shows CMIN / df = 1.736, 6.931, RMR — 0.05, RMSEA = 0.049, PCLOSE = 0,388I =
0.922, CFI = 0.0.905, TLI = 0.955, PCFI = 0.759 &idF| = 0.723. This shows that the data from the, fit with the
hypothesized model.
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Figure 4: First Order Hypothesized Model (Standardzed Estimates)
TESTING VALIDITY AND RELIABILITY

Further, the convergent validity, discriminantigdy and reliability are checked, using measuiks Composite
Reliability (CR), Average Variance Extracted (AVEBJaximum Shared Variance (MSV), and Average Shafadance
(ASV) with the help of ‘stats tool package’ in ekosing correlations and standardized regressioght calculated by
CFA. Validity is the measure of the accuracy ofirmsirument used in a study (Linn, R.L., 2000; SteWwd here are three

types of validity which are convergent, discrimihand construct validity as mentioned below.

For convergent validity, the average varianceastéd (AVE) is examined. According to Fornell anardker
(1981), an AVE value of 0.50 and higher indicatesuéficient degree of convergent validity, meanthgt the latent
variable (constructs) explains more than half sfiitdicators variances. For discriminant validityyee measures have

been employed i.e. Maximum Shared Variance (MS\d) Average Shared Variance (ASV) should be less tharage
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Variance Extracted (AVE) and all the correlationues should be below 0.85. The construct validitythe data can be
confirmed by various fit indices measured at theetiof CFA like GFI £0.9), CFI £0.9), RMSEA €0.08) and CMIN/df
(<5).

According to Zainudin Awang (2012), reliability iee extent of how reliable is the said measuremeadel in
measuring intended latent constructs. Cronbachaatpat has been proposed by Nunnally (1978) offervialue greater
than 0.70 indicate that the measurement modellisbte. Composite reliability values of 0.60 to 0.ih exploratory
research and values from 0.70 to 0.90 in more avhchrstages of research are regarded as satisfdttannally and
Bernstein, 1994), whereas values beyond 0.60 itelecéack of reliability.

Table 8: Validity and Reliability Testing

CR AVE MSV ASV X2 X4 X1 VA X3 Y
X2 0.800 0.575 0.213 0.117 0.758
X4 0.885 0.721 0.150 0.061 0.387 0.849
X1 0.877 0.703 0.112 0.054 -0.214 -0.138 0.838
6
1

z 0.864 0.680 0.175 0.103 -0.418 -0.24 0.335 0.825
X3 0.833 0.632 0.023 0.006| 0.01% 0.05 0.153 0.p62 9%0.7
Y 0.717 0.521 | 0.213 0.101 0.462 0.256 0.250| 0403 0.005| 0.679

The validity and reliability measures of the counst mentioned in the table 8 indicate satisfactooynposite
reliability with values greater than 0.7 for eadnstruct. Values of Average Variance Extractedgaeater than 0.5 for
each construct confirming the convergent validitshere values of MSV and ASV are less than AVE aomifig
discriminant validity for all the construct. Moresy correlation values for all the construct arkowe0.85. The following

measures confirms the satisfactory construct \glidr the data as mentioned.
HYPOTHESIS TESTING: STRUCTURAL EQUATION MODELLING

The measurement model obtained after CFA, idextifi8 items and considered as the best fit modethis
study. Five hypothesis have been proposed in théysin order to identify the causal relationshipvieen the four
antecedents of intrinsic motivation and intrinsiotivation and then between intrinsic motivation amdhover intention of
faculty members.

The structural model developed to test the hypisharough structural equation modelling presdirs causal
relationships i.e. from X1, X2, X3 and X4 to Y afiom Y to Z. The examination of regression weigbfsthe
standardized estimates demonstrates that the squatiple correlation (R Square) for causal relasbip between Y
(Exogenous variable) and Z (endogenous variabl8)48 (48%), which depicts that the model is valil demonstrates
that the intrinsic motivation explains 48% of thentover intention of faculty members. Whereas th& fantecedents of
intrinsic motivation viz. X1, X2, X3 and X4 explanl9%, 44%, 2% and 9% of Intrinsic motivation (Yf) faculty
members respectively. Standardized estimates ddpéctrelative contributions of each exogenous Wgiato the

endogenous variable as shown in figure 3 and meedidn table 9.
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Figure 3: Structural Model (Standardized Estimates)

Table 9: Standardized Regression Estimates

| Relationshi :
ngt?;eene\?;ﬁaslegs ==lIElE
Y <--- X4 0.089
Y <--- X1 0.193
Y <--- X3 0.018
Y <--- X2 0.442
Z <--- Y -0.477

As far as unstandardized regression weights ameecned, the unstandardized regression coefficepresents
the amount of change in the endogenous variabledch one unit change in the variable predictinigeit exogenous

variables. The estimates of unstandardized regresse represented in figure 4.
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Figure 4: Structural Model (Unstandardized Estimates)
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The unstandardized estimates are presented ie fdhlwhich depicts that intrinsic motivation hagngicant

negative impact on turnover intention with p valeé¢ess than 0.001, moreover the critical rati®{@ -6.047, which is

greater that 1.96 (threshold value of CR), whichfitms that the path is significant. The value 78%) of estimate for the

causal relationship Z<---Y indicates that with ameét increase in intrinsic motivation, the turnowetention will decrease

with 75.4%, as negative sign indicates inversdicglahip between the two.

Likewise, out of four antecedents of intrinsic naation, only two antecedents i.e. IE and El hagigicant

impact on intrinsic motivation of faculty membergtwp values of 0.006 and 0.001 and their critiedios (CR) are -2.77

and 4.99, which are greater than 1.96. The val@d%2) of estimates for the causal relationship-¥&t indicates that

with one unit change in X1, the Y will increase lwit5.2% as positive sign indicates direct relatimbetween the two.

The value (0.389) of estimates for the causaliceiahip Y<---X2 indicates that with one unit changex2, the Y will

increase with 38.9%, as positive sign indicatesdlirelationship between the two. Hence, the hygsithH, H, and H

are accepted, whereas hypothegjshrtd H, are rejected.

Table 10: Unstandardized Regression Estimates

Causal Relationships .

etween Variableg Estmate | S.E. |CR.| P
Y<---X4 0.062 0.050 1.249 0.21
Y<---X1 0.152 0.055 2.774| 0.006
Y<---X3 0.013 0.046 0.279| 0.780
Y<---X2 0.389 0.078 4.992| ***
Z<---Y -0.754 0.125 -6.047| ***

The table 11 given below compares the fit indioésypothesized model and the structural model it

threshold values of the indices.

Table 11: Fit Indices for the Hypothesized and Meagement Model

: Hypothesized Structural
Fit Index Symbol Measurement Model Model Threshold Values Source
Absolute Fit Indices
Degree of | 120 124 - -
Freedom
. <2 or3-Good & Kline, 1998;
Chisquare | %2 208.33 236.36 < 5 _ permissible Ullman, 2001
Chisquare/ | x2/df - .
2 — Excellent Fit Marsh and
Degree of | (CMIN/ 1.736 1.906 2 to 5 - Good Fit Hocevar,1985
Freedom df) '
Probability
of CMIN p 0.000 0.000 >0.05 -
Goodness 0 (no fit) — 1 (perfect
of Fit Index | ! 0.931 0922 | i) (Best fit>0.90) | BY'Me. 1994
Root mean
square RMR 0.050 0.044 <0.05 Kline, 2005
residual
ggggrl\gean Hu and Bentler,
Error of RMSEA 0.049 0.055 <0.6 (1999); Browne
. and Cudeck
Approximat (1993)
ion
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p of Close | PCLOS 0.532 0.229 >0.05 i
Relative fit indices
Normed Byrne,
Fit Index NFI 0.922 0.911 > 0.90# 0.95 1994/Schumacker
& Lomax, 2004
Tucker- Byrne,
Lewis TLI 0.955 0.956 > 0.90# 0.95 1994/Schumacker
Index & Lomax, 2004
Comparati
ve Fit CFI 0.965 0.955 > 0.854 0.90 Bollen,
1989/Byrne, 1994
Index
Parsimony Fit Indices

Parsimony
Comparati 0 (no fit) — 1 (perfect | Mulaik et al.
ve Fit PCFI 0.757 0.774 fit) (1989)
Index
Egrrilqrggny PNE] 0.723 0.739 ]9 (no fit) — 1 (perfect | Mulaik et al.

) it) (1989)
Fit Index

DISCUSSIONS, LIMITATIONS AND RECOMMENDATIONS FOR FU RTHER RESEARCH

Discussions

Education industry in India is not untouched vilike basic problems of the corporate world. The agemow-a-
days is not same like before, when educationaltiutes were considered as a holy place, teacherguas and the
education itself as divine learning. Now, it is albusiness. The education system has been travesfanto a profitable
business with cut-throat competition in the markehere huge number of competitors striving to gaimpetitive
advantage. In this situation, it is very much likébr this system to get affected with the varionanagement paradigm
and the stakeholders of this system like managemkttie institutes, faculty members and the stuslemé somehow
managing themselves to be at par. Performancensanmajor issue in this current situation, as ridghtly said that ‘if you
are fit to perform, you will strive’ similar to thsurvival of the fittest’. So, everyone, wheth@etmanagement or the
faculty members are continuously trying to perfdhair best. Moreover, it is the right of every ividual to grab the right
and profitable opportunity as and when requirece Téason is obvious, everyone wants to grow aneldpyso no one
will lose any good opportunity. The faculty membars no more different and they are also in cowtisusearch for
something better. Moreover, there are various msswhich compel an individual to depart for sormahbetter.
The departure is initiated with the intention, whiorces him/her to search for options, which resub actual turnover.
So, the crux of the theme is basically the intantm leave, formally known as ‘Turnover IntentioAs far as educational
industry of India is concerned, faculty turnovettis major problem being faced, leading to facahliynch. Many factors
are responsible for this, as one discussed anch#tie subject of this research — ‘Intrinsic Motiwati. It is basically the
inner force of one’s self to do something. If thexgon is not intrinsically motivated, he/she is likgly to do that thing,
unless and until not affected by any external cdseipn. Turnover is the one of the most importand aebated issue

now-a-days, as it is becoming more prevalent dagdoyand also because of its negative effects.

Intrinsic Motivation among faculty members andiitgpact on turnover intention has been theoreticstilidied
and assessed empirically with the help of Explasatéactor Analysis and Confirmatory Factory Anatysor data

reduction and for checking validity and reliabilitf data to create a best fit measurement modalctsral equation
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modelling was used to create structural model & the hypothesis generated for the study to prinee causal
relationships predicted among the four antecedehtstrinsic motivation and turnover intention aiculty members of

technical education institutes of India.

Driven from motivation theories, this study prosgdnew insights, in the technical education fiétdp the
relationship among the construct of intrinsic matign and turnover intentions—the latter beingdristlly considered as
direct antecedents of the actual turnover. Neveasise there are no studies that have used a stbeuation modelling
approach to explain how intrinsic motivation andnhtwer intention are related as far as faculty memnlare concerned.
The results show that intrinsic motivation has nseesignificant impact on turnover intention of dlig members. The
result of this study is also supported by the fiigdi of Dysvik & Kuvaas, 2008 and Lai & Kapstad, 20dhd provide
better understanding that how intrinsic motivatisninversely related to turnover intention. The taotecedents of
intrinsic motivation viz. Interest/Enjoyment andfdt/Importance have significant impact on intrmsnotivation. This
result highlights that if the faculty members arngoging their work and they seems that work is riesting, will lead to
higher level of intrinsic motivation and less chasof turnover intention. Moreover, if faculty meend tries to put lot of
efforts in their work and they feel that the woskiinportant for them to do, they will in turn get®tivated intrinsically,
which results in lower turnover intention. By aratde, in the present scenario intrinsic motivatiomequired to feel
oneself contented, due to minimal presence of rsitrimotivation now-a-days, in such a turbulentiemment. Hence,
the faculty members must practice to motivate thedwes intrinsically, by somehow aligning their waxith their passion
or hobbies in which they enjoy to do and they aligeir work with the aim of their professional lifahere they feel
important to accomplish it. Moreover, the manageneéthe institutes must instil a conducive envirant for the faculty
members, where they feel intrinsically motivateg,dmhancing the culture of assigning work accordmgheir interest,

where faculty members enjoy to do it and encouthgm to develop aim according to their work.

Hence, this study contributes to the literaturaegating a validated structural model of intringiotivation of

faculty members and their turnover intention.
LIMITATIONS AND RECOMMENDATIONS FOR FURTHER RESEARC H

Several limitations of this study related to reshaapproach and sample size need to be acknovdeéstly,
the primary research approach is quantitative amalin order to assess the causal relationshipshgrtie research
variables. However, the quantitative approach alowag not gather the full in depth knowledge andarsthnding of
intrinsic motivation and turnover intention issug&berefore, a more field-based, qualitative appnasing data collection
techniques like observation and in-depth intervigguivith faculty members should be considered toenfialty explore the

dynamics this issue.

Secondly, research data are collected from 30%lkemsnfor this study and they are considered toessgnt the
whole population of faculty members of India, whitlay be less. Another limitation is lack of longiinal study design.
Behavioural issues like motivation and turnover dymamic and complex process to understand, whedds more

consequent studies to draw causal inferences.
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